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Introduction

• Construct efficient estimators in models defined by conditional
moment restrictions under variable probability (VP) sampling
• Identification and estimation of models with conditional moment
restrictions by Smooth Empirical Likelihood (SEL)
• Inference
• Example: linear regression model under VP sampling
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Variable Probability (VP) Sampling

• Often, the data economists plan to use are not drawn from the
population of interest, but a closely related one.
• VP sampling is used in telephone surveys, or oversampling of
specific categories to improve precision of estimates (e. g. high- vs
low-income households).
• Other sampling schemes:

• Standard Stratification (SS)
• Multinomial Sampling (MNS)
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Some Notation

• Target population, i. e. the population of interest:
• Z∗ = (Y ∗, X∗) is a random vector, Z∗ ∼ P ∗

• C1, . . . ,CL is a partition of the support of Z∗ (suppZ∗)
• Realised population, i. e. the data actually collected:

• Each draw is retained with probability pl according to the
stratum Cl to which it belongs

• The retained random vector Z = (Y,X) follows the law P :

P (Z ∈ B) =

L∑
l=1

pl
b∗

∫
B
ICl(z) dP

∗(z),

where b∗ def
=
∑

l plQ
∗
l andQ

∗
l
def
= P ∗(Z∗ ∈ Cl) > 0.

• Under VP sampling, the support of the distribution of the realised
population is the same as the support of the target population.

4/ 24



Exogenous vs Endogenous Stratification

Let Y ∗ be an endogenous variable andX∗ an exogenous variable, in
the target population.

suppY ∗ =
⋃
j

Aj, suppX∗ =
⋃
m

Bm.

Exogenous and endogenous stratification are special cases of:

supp(Y ∗, X∗) =

⋃
j

⋃
m

(Aj × Bm) if both Y ∗ andX∗ are stratified,⋃
j

(Aj × suppX∗) if only Y ∗ is stratified: endogenous,⋃
m

(suppY ∗ × Bm) if onlyX∗ is stratified: exogenous.
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Graphic Example of Stratified Samples

Original population: E(wage | age) = −5 + age− 0.01age2
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Stratification by Age

- - - true — OLS
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Stratification by Wage

- - - true — OLS
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Stratification by both Age and Wage

- - - true — OLS
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Conditional Moment Restrictions Model

• Assume a conditionalmoment restriction holds in the target
population:

E∗[g(Z∗, θ∗) | X∗] = 0

• Objective: find an efficient estimator of θ∗ when data are collected
by VP sampling.
• Stratified sampling induces selection bias when the distribution is
mapped from P ∗ to P .
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Identification

• In VP sampling, the target distribution can be easily recovered
from the realised distribution because

dP (z) =
b(z)

b∗
dP ∗(z),

where b(Z) def
=
∑

l plICl(Z).
• Consequently,

E∗[g(Z∗, θ∗) | X∗] = 0 ⇐⇒ E
[
g(Z, θ∗)

b(Z)

∣∣∣ X] = 0.

• Uniqueness of θ∗ is not lost because b(·) is a known function and
does not depend on any unknown parameters.
• Therefore, any model identified under P ∗ is identified under P .
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Smooth Empirical Likelihood (SEL)

• SEL (proposed by Kitamura, Tripathi & Ahn, 2004, Ecta) extends
the EL, a non-parametric method for testing and estimating
(Owen, 1988, Biometrika).
• EL estimators based on unconditional moment restrictions are
equivalent to optimally weighted GMM estimators.
• Parametric restrictions can be tested using a non-parametric
version of Wilks’ theorem (Qin and Lawless, 1994, Ann. Stat.).
EL ratio statistics do not need to be explicitly studentised.
• SEL extends the properties of EL to estimating model
characterised by conditional moment restrictions (Kitamura &
Tripathi, 2003, Ann. Stat.), and SEL-based estimators attain the
semi-parametric efficiency bounds (Severini and Tripathi, 2013).
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Implementation of Our Estimator
We have independent observations Z1, . . . , Zn, collected under VP
sampling. The objective is to use them to estimate the parameter θ∗
defined by the conditional moment restrictions:

E[ρ1(Z, θ∗) | X] = 0,

where ρ1(Z, θ∗)
def
= g(Z,θ∗)

b(Z)
.

In order to take into account conditioning, construct kernel weights

wij
def
=

K(Xi −Xj)∑n
k=1K(Xi −Xk)

, i, j = 1, . . . , n.

The SEL estimator solves the optimisation problem:

max
pij

n∑
i=1

n∑
j=1

wij log pij s. t. pij ≥ 0,
n∑
i=1

n∑
j=1

pij = 1,

n∑
j=1

ρ1(Zj, θ)p1j = 0, . . . ,
n∑
j=1

ρ1(Zj, θ)pnj = 0.
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The empirical probabilities pij of each observation Zj have the
expression

p̂ij(θ)
def
=

1

n

(
wij

1 + λ′iρ1(Zj, θ)

)
, i, j = 1, . . . , n,

where λi, . . . , λn are the Lagrange multipliers of the constraints.
Plugging the expression for p̂ij yields the SEL estimator of θ∗:

θ̂SEL = argmax
θ

[
− max

λ1,...,λn

n∑
i=1

n∑
j=1

wij log
(
1 + λ′iρ1(Zj, θ)

)]
Our contribution: We extend Wooldridge (1999, Ecta) result on
efficiency bounds in unconditional moment restrictions models under
VP sampling to conditional moment restrictions models, and show that
θ̂SEL is asymptotically efficient in the sense of Chamberlain (1987, JoE).
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Example: Linear Regression

Consider the linear regression model

Y ∗ = α∗ +X∗′β∗ + U∗

where all regressors are exogenous, i. e. E(U∗ | X∗) = 0.
Note that

E(U∗ | X∗) = 0 ⇐⇒ E(Y ∗ − α∗ −X∗′β∗ | X∗) = 0

⇐⇒ E[g(Z∗, θ∗) | X∗] = 0,

where Z∗ def
=

(
Y ∗

X∗

)
and θ∗ def

=

(
α∗

β∗

)
.

15/ 24



Estimators Compared in the Simulations

θ̂LS
def
=

(
n∑
i=1

X̃iX̃
′
i

)−1( n∑
i=1

X̃iYi

)
(X̃ def

=

(
1
X

)
)

θ̂GMM
def
=

(
n∑
i=1

X̃iX̃
′
i

b(Xi, Yi)

)−1( n∑
i=1

X̃iYi
b(Xi, Yi)

)

θ̂SEL = argmax
θ

[
− max

λ1,...,λn

n∑
i=1

n∑
j=1

wij log
(
1 + λ′iρ1(Zj, θ)

)]
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Asymptotic Variance of Estimators

Endogenous stratification Exogenous stratification
LS Not consistent (EX̃X̃′)−1(EX̃X̃′V1,ex(X))(EX̃X̃′)−1

GMM
(
E X̃X̃

′

b(Y )

)−1
(EX̃X̃′V1,end(X))

(
E X̃X̃

′

b(Y )

)−1 (
E X̃X̃

′

b(X)

)−1
(EX̃X̃′V1,ex(X))

(
E X̃X̃

′

b(X)

)−1

SEL
(
E X̃X̃′

γ∗2(X)V1,end(X)

)−1
(efficient!)

(
E X̃X̃′

V1,ex(X)

)−1
(efficient!)

• Exogenous ⇒ Var θ̂SEL ≤ {Var θ̂LS,Var θ̂GMM}, but no ranking
can be made for Var θ̂LS vs Var θ̂GMM.
• Endogenous ⇒ Var θ̂SEL ≤ Var θ̂GMM.
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Simulation Experiment

We consider the following design (Cragg, 1983, Ecta):

Y ∗ = β∗0 + β∗1X
∗ + σ∗(X∗)U∗,

where
• θ∗ def

= (β∗0 , β
∗
1) = (1, 1)

• (U∗, logX∗)
d
= NIID(0, 1)⇒ E[U∗ | X∗] = 0

• σ∗(X∗) def
=
√

0.1 + 0.2X∗ + 0.3X∗2
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Comparing the Designs

Stratification Endogenous Exogenous

C1 (−∞,∞)× (−∞, 1.4) (−∞, 1.4)× (−∞,∞)
C2 (−∞,∞)× [1.4,∞) [1.4,∞)× (−∞,∞)
(p1, p2) (0.9, 0.3) (0.9, 0.3)
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RMSE of Estimators under Endogenous Strat.

GMM SEL
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Densities and Quantiles of Centred Estimators

LS GMM SEL
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n = 50 (≈ 24 real) n = 150 (≈ 71 real) n = 500 (≈ 235 real)
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Implementation

• All simulations were performed on the HPC cluster of the
University of Luxembourg.
• The R code is freely and openly available on GitHub at
https://github.com/Fifis/SELshares.
• The non-linear nature of SEL estimator and the non-existence of a
closed-form expression can present numerical challenges.
• Our implementation can estimate models on data collected under
VP sampling (with or without estimation of aggregate shares).
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Future Research

• As with many semi-parametric methods, there are bandwidth
issues.
• There are efficiency gains if the kernel weights wij incorporate
information about the distribution ofX .
⇒ There must be a data-driven way to pick the optimal SEL

bandwidth.
⇒ There must be a transformation ofX ’s that leads to efficiency

gains.
• In progress: Extending SEL to models with conditional moment
restrictions where some observations are missing.
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Conclusion

• Introduced a class of estimators based on SEL for models defined
by conditional moment restrictions under VP sampling.
• Compared theoretically the efficiency properties of SEL, GMM and
LS estimators of the parameters of a linear regression model and
the aggregate shares under VP.
• Carried out a Monte Carlo experiment to check the theoretical
predictions.
• For the parameters of the linear regression model, SEL has lower
variance than the competitors under heteroskedasticity.
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The End

Thank you for your attention!

Any questions?


